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Simulating nonsorted circle development in arctic tundra ecosystems
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[1] Nonsorted circles, ubiquitous to the Arctic Tundra region, are patterned ground
features with circular semibarren areas surrounded by vegetation. These circles are formed
and persist as an ecosystem due to complex soil-water-energy-ice-plant relationships
and dynamics in the Arctic. In this paper, we present the first model that captures the
dynamics of the physical and biological components of the nonsorted circle ecosystem in
order to understand its formation and persistence, especially in a changing climatic
environment. We have applied a coupled model describing (1) vegetation dynamics
(ArcVeg) and (2) coupled heat and moisture transport with phase change (WIT) in the
active layer of the soil where such circles are initiated and developed. We simulated the
system behavior during the formation process starting with a random vegetation
development. The vegetation provided heterogeneous insulation to the soil surface. During
freezing, the noninsulated areas froze first, resulting in preferential ice accumulation in
those areas. The ice prevented the vegetation from developing further in those areas and
thus developed and stabilized the nonsorted circle pattern. The model produced a
nonsorted circle pattern that was well compared to those observed in the field. The model
also illustrated that the availability of water was critical for the sustenance and stability of
the nonsorted circle. The effect of climatic variations on the freezing process on the other

hand did not seem to affect the formation and sustenance of nonsorted circles.

Citation: Daanen, R. P., D. Misra, H. Epstein, D. Walker, and V. Romanovsky (2008), Simulating nonsorted circle development in
arctic tundra ecosystems, J. Geophys. Res., 113, G03S06, doi:10.1029/2008JG000682.

1. Introduction

[2] The interdependency of biological and physical com-
ponents of the arctic tundra system can yield strongly
nonlinear processes with potential thresholds for ecosystem
shifts. The nonsorted circle ecosystem is an example of this
type of complex system for which the driving forces are
poorly understood. Nonsorted circles are a form of patterned
ground with areas of heaves and troughs, ubiquitous to the
arctic tundra, that result from cryoturbation [Vliet-Lanoe,
1991] (Figure 1). From a physical perspective, hydrology
plays an important role in ecosystem dynamics in the
nonsorted circles. Even though the tundra appears to have
a relatively simple hydrologic system, often consisting of
only a saturated active layer (the surface soil layer that
thaws on an annual basis) underlain by permafrost, the
impact of hydrology on maintaining the equilibrium of the
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nonsorted circle ecosystem is significant. Disturbances
associated with the freezing and thawing of the active layer
(i.e., cryoturbation) are key hydrological processes that
interact with the biological component of the system and
shape the arctic tundra [Vliet-Lanoe, 1991].

[3] Nonsorted circles (sometimes referred to as frost boils
or mud boils) are a patterned-ground feature of approxi-
mately 1-3 m in diameter. These features generally have
little or no vegetation on them due to excessive soil
expansion from ice accumulation during winter [Washburn,
1956]. Nonsorted circles are, however, typically surrounded
by dense vegetation, which acts as an insulator against fall
cooling, leading to preferential formation of ice within the
less-vegetated circles. The water needed for the observed
ice formation within the circle (heaving areas) migrates
horizontally from vegetation-covered soils (trough areas),
peripherally from outside the circle, as a result of increased
tension (capillary pressure) within the circle during freezing
[Daanen et al., 2007; Ippisch, 2003]. Thus, moisture
migrates laterally due to horizontal differences in insulation
at the soil surface. The nonsorted circle system is defined as
an area within the arctic tundra with at least one nonsorted
circle and its peripherally surrounding tundra (Figure 1).

[4] Water is generally abundant in the southern arctic
tundra during fall freezing. The abundance of water in the
active layer may partly be a product of snowmelt and
thawing soil over the spring and summer and a part of it
might originate from increased late summer or fall precip-
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Figure 1.

Individual nonsorted circles in the top part of
the figure and an aerial view of patterned ground with ice
wedge polygons and nonsorted circles in the bottom half of
the figure.

itation combined with reduced evaporation. The permafrost
below the active layer prevents any vertical drainage, thus
creating the potential for inundated soils. Nonsorted circles
tend to form in areas that are mostly flat so little water tends
to drain laterally. Abundance of water and the texture of the
soil are the major drivers of frost heave (the process of soil
expansion as a result of ice lens formation during freezing),
which results in formation of patterned ground features such
as the nonsorted circles [Viiet-Lanoe, 1985]. In general,
fine-textured soils with relatively high hydraulic conductiv-
ities, like silts, are susceptible to frost heave [Mitchell,
1993]. Cryoturbation (movement of soil) due to frost heave
prevents vegetation growth and succession in ice accumu-
lation areas.

[s] The presence of vegetation and organic matter in
certain areas (trough regions) of the nonsorted circle eco-
system restricts heat flow into and out of the ground by
offering insulation. Surface heat fluxes combined with the
movement of water in the soil determine the strength and
location of ice accumulation and cryoturbation. It is observed
within the nonsorted circle system that areas with little
vegetation (less surface insulation) experience more frost
heave during the winter than areas with dense vegetation
cover [Walker et al., 2008].

[6] An estimate of the insulation properties of the soil
surface is expressed with an R-value. The R-value is related
to the thickness of the insulative layer and the inverse of its
thermal conductivity. It is commonly used in cold region
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construction engineering to express insulation efficiency.
The areas with little vegetation, organic matter and snow
cool faster in the fall and thus have lower R-values
compared to areas with abundance of these. Snow accumu-
lation across tundra landscapes tends to be slightly greater at
lower slope positions, and snow accumulates preferentially
in vegetated areas where it can be trapped [Sturm et al.,
2005]. Presence or absence of such insulation affects the
position and dimension of the nonsorted circles in the arctic
tundra. The detailed processes governing the formation and
persistence of nonsorted circles and their effects on soil-
plant-water relationships are still being studied. In this
paper, we have attempted to gain understanding of such
processes and relationships using a numerical modeling
exercise with some knowledge of the physical and biolog-
ical processes and their interplay.

[7] Several modeling studies have focused on ice lens
formation leading to substantial soil expansion (frost heave)
[Miller, 1980; Fowler and Krantz, 1994]. Several of these
models have been developed for only a single dimension
which is insufficient to capture the hydrological dynamics
of a nonsorted circle system [Boike et al., 2002]. Nicolsky et
al. [2004] developed a two-dimensional model that accu-
rately estimates frost heave for a single nonsorted circle,
assuming an open system with an unlimited supply of water.
However, even in a relatively saturated arctic tundra system,
the available water is limited; therefore for accurate results,
the supply of water initiating frost heave must be accounted
for within the domain of simulation. Ippisch [2003] devel-
oped a three-dimensional model that also captures the
dynamics of a single nonsorted circle. However, the model
focus is more on gas and solute flow than on the dynamics
of liquid water and ice. The modeling of these systems
could be improved to include coupled biological and
physical processes across a domain larger than just a single
nonsorted circle. Our hypothesis is that the interplay
between the physical and the biological processes of the
system, which are affected by changes in the climatic,
environmental and soil properties, govern the initiation,
development, and sustenance of nonsorted circles.

[s] Climate models predict dramatic changes for the
arctic tundra environment, such as shifts in summer and
winter temperatures, with enhanced winter precipitation
[Maxwell, 1992; Walsh, 1993]. Ecosystem changes caused
by recent climate warming are becoming apparent in the
arctic tundra [Chapin et al., 2005; Jia et al., 2003; Myneni
et al., 1997; Tape et al., 2006; Walker et al., 2006], and the
effect of changing ecosystems on patterned-ground features
such as the nonsorted circle ecosystem and subsequent
system feedbacks are areas of active contemporary research
[Walker et al., 2004]. Climate warming has been shown to
change arctic vegetation quantity and composition [Jia et al.,
2003; Walker et al., 2006], thus affecting local and regional
energy budgets, and hydrological processes [Chapin et al.,
2005]. Understanding the active layer hydrology and its
relationship with soils and plants in the arctic tundra (Figure
1) will help us in the future to assess the impact of climate
warming and the subsequent effect on ecosystems, such as
the nonsorted circles, in cold regions of the Earth.

[v] The objective of this study is to identify the sensitivity
of active layer, surface, and atmospheric properties on the
spatial pattern and size and thus the effect on the equilib-
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Figure 2. A conceptual diagram of the heat and water fluxes in the active layer of the nonsorted circle

ecosystem.

rium of the nonsorted circle ecosystem using the coupled
WIT-ArcVeg model.

[10] Figure 2 is a conceptual model that illustrates the
importance of hydrology in maintaining the local balance of
physical, chemical and biological processes in the nonsorted
circle ecosystem. In a simplified representation of the
system, we consider ice accumulation caused by tempera-
ture gradients, which result from differences in insulation
(by vegetation, organic matter, snow) at and near the soil
surface. The physics of this simplified system is represented
in a Water Ice Temperature (WIT) model [Daanen, 2004;
Daanen et al., 2007], and the biological aspects (i.e.,
vegetation and organic matter) are simulated using the
ArcVeg model [Epstein et al., 2000].

2. Methods
2.1. WIT

[11] WIT (Water Ice Temperature) is a three-dimensional
model that simulates coupled heat and moisture transfer
[Daanen et al., 2007]. The model is based on the Richard’s
equation (unsaturated porous media water mass balance and
mass transfer equation) and Fourier’s law transient equation
for energy conservation and heat conduction) with phase
change and convective heat flux. Phase change is regulated
by the generalized Clapeyron equation and the freezing
characteristics curve of the soil. The model was originally
developed to simulate heat and water flow in snow (R. P.
Daanen and J. L. Nieber, Liquid water model for snow,
submitted to Journal of Cold Regions Engineering, 2007).
The horizontal movement of water through soils as a result

Table 1. Model Input Data Summary

of temperature gradients during freezing has been investi-
gated with the WIT model [Daanen et al., 2007]. WIT
simulates water movement in the active layer and ice
accumulation as a result of differential surface insulation.

[12] The boundary conditions can be specified as fluxes
for heat and water (Neumann condition) or as Dirichlet
boundaries of specified temperature and pressure. A third
order boundary condition is applied at the upper and lower
boundary, where the permafrost boundary temperature and
the air temperature affect the freezing rate of the active
layer. Table 1 gives a summary of the input for the WIT
model. For the calibration and validation of the WIT model
we refer the readers to Daanen et al. [2007].

2.2. ArcVeg

[13] The arctic vegetation dynamics model (ArcVeg)
[Epstein et al., 2000, 2001] is used to simulate vegetation
development, a key component of the upper boundary
description. The ArcVeg model controls the dynamics of
the surface insulation by simulating vegetation succession
on small patches of tundra. ArcVeg simulates vegetation
growth as expressed by a variety of different plant func-
tional types, including grasses, sedges, mosses, lichens,
forbs, evergreen and deciduous shrubs. Each plant type
has its own germination probability, and each year new
seeds can germinate and either initiate or contribute to the
biomass of that plant type. Composition of plant functional
types is also affected by competition among types for plant-
available nitrogen in the soil. Each plant functional type has
its own sensitivity to the climate (i.e., temperature in this
case), and therefore the composition of the vegetation

Soil Air Permafrost Plant Nitrogen
Model Physics Temperature Temperature Climate Growth Dynamics
WIT Sand, High arctic, —1.0°C Determines Converts to
Silt, Franklin at 1.7 m air insulation
Clay, Bluffs, depth temperature
Moisture Low arctic
content
ArcVeg Determines Determines Bioclimatic Seed Plant type
bioclimatic bioclimatic zone A-E germination, competition,
zone zone from the high Senescing, Soil organic
arctic to the low Biomass nitrogen
arctic production
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changes depending on the climatic conditions. The model
stochastically generates climate disturbance and grazing.
The patches disturbed by frost heave experience a negative
effect due to increased mortality of the vegetation. Table 1
gives a summary of the input variables for the ArcVeg
model.

[14] ArcVeg is a stochastic model which solves plant
biomass accumulation based on soil nutrition and plant
competition with a Monte Carlo approach. The model
simulates climate variations for each of the five arctic tundra
subzones (http://www.geobotany.uaf.edu/cavm/). ArcVeg
was developed for the southern portion of the arctic tundra
and adapted for other bioclimatic subzones further north
[Walker et al., 2008]. Because plant-available nitrogen can
be a strongly limiting nutrient for tundra plants [Shaver et
al., 2001], the model functions essentially with nitrogen
mass balance, moving nitrogen among soil organic matter,
soil inorganic nitrogen, and plant pools. The plant param-
eters include nitrogen uptake efficiencies, the biomass:N
ratio, annual proportion of plant material senescing, prob-
ability of seedling establishment, and cold tolerance for
growth. The model runs on an annual time step, but the
growing season is split into five distinct plant-growth
periods (the first period follows the onset of growth after
the spring thaw, and the last growth period includes the peak
of the growing season through senescence), to capture the
seasonality of growth. For the calibration and validation of
the ArcVeg model we recommend readers to review Epstein
et al. [2001, 2000] and Walker et al. [2008].

2.3. Coupled Models

[15] WIT and ArcVeg are coupled dynamically in three
ways; (1) ice accumulation (either ice lenses or needle ice)
in a soil column yields an increased amount of vegetation
mortality in that node, due to root damage [Jonasson and
Callaghan, 1992]: this ice accumulation is assessed after
each freezing calculation; (2) vegetation biomass provides
insulation, expressed as an R-value, which determines the
upper boundary temperature of the WIT model, the insula-
tion is calculated after multiple years of vegetation devel-
opment in which the ice accumulation pattern is kept
constant. The number of years of vegetation development
between freezing calculations is stepped up according to the
following equation: years = frnum + (frnum — 1) X 3,
where frnum is the number of freezing periods previously
simulated. The insulation is calculated using a simple linear
relation between individual plant biomass and insulation.
The equation is as follows,

if biomass < 1
(>~ biomass™ x &) x 3

R=
1

else
(>~ biomass™ x &) x 3

1/ biomass

R= (1)

where b_i_omassl is the average biomass in the ith plot,
biomass" is from the ith plot and jth plant type, ¢’ is a
constant for each plant type to relate it to insulation for the
simulation. In this paper we have used 0.1 (¢’) for all plant
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types except for moss where we used 50 (¢'), the constant 3
is to correct for snow cover. (3) Soil organic matter
calculated by ArcVeg affects the freezing characteristic and
hydraulic conductivity curves for the soils in WIT. Higher
soil organic matter leads to an increase in the freezing point
depression and an increase in the hydraulic conductivity.
These changes are made by linearly adjusting the ‘n’
parameter in the Van Genuchten [van Genuchten, 1980]
equations for the freezing characteristic curve and unsatu-
rated hydraulic conductivity curve (see Daanen et al. [2007]
for description of van Genuchten parameters and freezing
characteristic curve). As ArcVeg simulates vegetation
production during each growing season, warmer years lead
to greater productivity and plant community development
than colder years. Annual frost heave on patches that have
minimal insulation from vegetation inhibits vegetation from
colonizing these areas. Disturbed patches therefore tend to
persist on the landscape due to disturbance feedbacks
associated with frost heave and vegetation. The model is
typically allowed to run until an equilibrium vegetation
community is established. Figure 4 shows the patterns
generated by WIT-ArcVeg with a model run of 861 years.
For our simulations, we parameterized the effect of ice on
the vegetation and the effect of vegetation on the heat flux
so that they interacted to produce a pattern.

[16] Pattern formation due to differential cooling of the
active layer was simulated using the combined models WIT-
ArcVeg. Our reference run was for conditions equivalent to
those found near Franklin Bluffs on the North Slope of
Alaska, and we found a good match between predicted and
observed number of nonsorted circles per unit area [Raynolds
et al., 2008]. We then varied the following parameters in
WIT: soil moisture, soil texture, active layer depth, and air
temperature. The variables used by the ArcVeg model were
kept constant. Table 1 gives an overview of the input
variables of both models.

2.4. R-Values

[17] We used a simplified relation between plant biomass
and insulation in our model. To justify this relationship we
used field measurements of biomass and temperatures of the
same plant communities. Air temperatures, soil temper-
atures just below the vegetation and organic layer, and the
temperature of the permafrost at 1 m depth were measured
and logged continuously in the field in 2004 and 2005
[Kade et al., 2006]. In this study we used the R-value to
evaluate the insulation capacity of the land surface (i.e., a
combination of the effects of vegetation, organic matter,
snow) using these temperature records, for both nonsorted
circles and undisturbed tundra. Using simple heat conduc-
tion principles in completely frozen soil we determined the
heat flux between the mineral soil surface and the perma-
frost. We used an estimate for the thermal conductivity and
depth of the soil surface layer and the soil heat flux to
calculate the mineral soil surface temperature, by assuming
the soil surface heat flux to be the same as the deeper heat
flux calculated previously. The R-value of the soil surface
was calibrated by matching calculated mineral soil surface
temperatures with the observed. Vegetation, dead organic
matter, and snow were all included to produce an aggregate
R-value for each site.
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Figure 3. Summary of the average R-values for selected sites along the NAAT (from left to right are the

cooler to warmer locations).

[18] We used a multiple linear regression analysis on
observed biomass data from the North American Arctic
Transect (NAAT) [Walker et al., 2008] to determine how
well plant biomass predicted these calculated R-values.
Biomass data from 7 different plant types were used along
with the end of season snow depth to predict the measured
R-value.

3. Results

[19] R-values increased, as expected from north to south
along the NAAT, with an increase in vegetation, dead
organic matter, and snow depth (Figure 3). From the
observed data over the entire north to south transect there
appears to be a positive relationship between the surface
live vegetation biomass (over all plant types) and the
R-value, but there is a lot of variability in this relationship.
Part of this variability is caused by plant species-specific
insulation to the soil surface. Moss tends to have a greater
effect on the insulation than graminoids, for example. Also,
the problem could be compounded by preferential snow
accumulation under or near particular plant species. Predict-
ing the insulation from observed living biomass using seven
plant types and snow depth in a multiple linear regression
method over the entire gradient is possible with an
r-square value of 0.82. In Table 2, we present the different
biomass and snow depth values with the resulting multiple

linear regression prediction according to the following
equation,

R =—-0.38+0.056*4 —0.0003*B — 0.00007*C — 0.156 * D
—0.0005* E +0.0038 * F — 0.0016 * G 4 0.002 * H (2)

where R is the R-value, A is cm of snow, B is biomass (g/m?)
of deciduous shrubs, C is biomass (g/m?) of evergreen
shrubs, D is biomass (g/m?) of horsetail, E is biomass (g/m?)
of lichen, F is biomass (g/m?) of graminoids, G is biomass
(g/m?) of other forbs and H is biomass (g/m?) of mosses.
The end of season maximum snow depth shows the
strongest individual positive correlation in predicting the
insulation value during the freezing period. Horsetail is
the strongest negative predictor for R-value; this is likely
related to increased soil moisture and maybe convective
heat flow in horsetail habitat. Beside the direct effects of the
plants on insulation, there may also be an effect of the plants
on snow accumulation, although that correlation was low in
this data set.

[20] We used WIT-ArcVeg to simulate the formation of a
nonsorted circle system using a homogeneous soil domain
and a random plant seeding. The results of these simulations
are expressed in vegetation distributions (Figures 4 and 5).
Figure 4 illustrates the development of a nonsorted circle
system. Green colors represent greater plant biomass and
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Table 2. Zonal Biomass Distribution Over the NAAT Over Seven Different Plant Types With the Prediction of the R-Value From Those

Seven Different Plant Types and Snow Depth (R* = 0.82)

Deciduous  Evergreen Other Total
Site Snow Shrubs Shrubs Horsetail Lichens Graminoids Forbs  Mosses Biomass R Pred.
Location Id. (cm) (g/m?) (g/m?) (gm?  (g/m?) (g/m?) (gm?) (gm®>  (gm?)  Value R
Happy Valley HVRV066 77 299.5 168.63 0 12.59 217.71 0.58 263.9 1208.54 4.38 5.21
nonfeature
69°08 N HVRV084 71 59.54 331.71 0 34.14 159.35 22.77  282.89 1293.11 7 4.70
148°51W HVRV085 65 68.62 88.06 0 144.86 7.92 1.42 202.1 666.04 5 3.62
HVRV087 73 111.52 253.9 0 13.63 165.39 59.81 143.99 1075.14 4.4 4.49
HVRV086 77 184.63 151.37 0 11.69 197.44 4.78 116.19  894.47 6.88  4.85
Happy Valley HVRV094 55 0 124.15 0 80.17 177.17 6.2 14477  711.61 5 3.62
feature
HVRV083 67 22.56 81.61 0 126.5 31.32 6.3 253.05  669.95 4.38 3.94
HVRV093 60 67.68 307.1 0 162.92 149.96 11.92 49.24 111592 2.5 3.52
HVRV095 70 32.72 194.79 0 192.45 71.26 38.17 132.69  926.87 5 3.92
HVRV053 66 109.36 0 0 14.28 3.32 0 10.24 203.2 3.13 3.32
HVRV054 63 0 0.84 0 28.8 5 0 0 98.48 3.13 3.16
HVRV056 64 0 0 0 0 0.2 0 0 64.2 3.5 3.21
HVRV082 55 0 243.31 0.1 143.5 95.07 6.65 101.59  888.53 2.5 3.16
Franklin Bluffs FBRVOI11 21 58.6 202.81 6.06 31.29 61.4 20.94 25745  862.36 0.4 0.54
nonfeature
69°40 N FBRVO012 32 84.69 296.45 1.52 36.7 55.49 23.81 127.93  955.04 1 1.56
148°44W FBRV034 28 30.99 303.15 8.24 81.98 24.92 6.8 327.77 1115 0.7 0.60
FBRV035 14 72.57 243.97 1.43 68.22 60.63 52.51 163.44  920.74 0.8 0.60
FBRVO018 57 36.34 223.32 0 0.01 120.87 0 59.11 719.97 1.2 3.37
FBRVO019 34 35.01 209.81 4.09 23.75 175.68 13.21 161.76  867.12 1.6 1.83
FBRV020 33 45.71 246.52 1.52 8.78 183.62 10.22 66.74 842.63 1.6 2.02
FBRV046 36 298.54 39.56 0 0.43 83.46 13.55  47.29 558.39 1.3 1.95
FBRV047 41 14.21 59.72 1.3 13.11 168.09 0.49 49.58 407.22 2 2.44
Franklin Bluffs FBRV006 7 6.93 5.96 0.93 2.66 14 65.11 1.61 110.16 0.125 —0.18
feature
FBRV009 10 0 0 0.26 1.01 2.59 20.03 3.79 37.88 0.4 0.13
FBRVO010 10 0 0 1.44 15.27 5.28 4085 0 72.84 0.4 —0.09
FBRVO031 8 0 0.26 0 0 2.65 10.9 0 22.07 0.35 0.06
FBRV033 10 0 0.16 0 4.25 0.74 31.27 1.16 47.74 0.18 0.14
FBRV005 14 13.85 88.01 0 94.62 13.93 121.38  61.25 496.35 024 034
FBRV007 30 1.46 99.76 5.53 213.63 16.07 74.31 11.41 556.99 0.45 0.30
FBRV008 11 29.33 143.49 0 96.15 39.67 31.99  82.77 578.04 0.4 0.45
FBRV030 20 39.48 64.12 0 77.96 17.22 68.02 16.7 367.62 0.25 0.69
FBRV032 6 0 41.97 0 112.95 48.68 69.92  7.68 329.17 0.38 —0.01
FBRV096 21 0 178.84 0 93.33 60.94 26.72  26.33 586 0.5 0.99
FBRV097 18 0 146.94 3.02 173.48 68.12 18.07  29.2 605.83 0.45 0.35
FBRV 140 29 3.43 144.35 0 70.43 48.02 28.79 15526 62533 0.5 1.66
FBRV001 37 0 0 4.39 0 34.63 2.86 0.51 79.39 1.5 1.14
FBRV002 35 0 0 0.6 0 6.64 0 0 42.24 1.5 1.52
FBRV004 57 0.6 0 1.03 0.56 88 6.66 3.5 157.35 2 2.99
FBRV036 19 1.64 125.89 0.14 58.05 34.83 109.26 11.66 486.51 1 0.62
Howe Island HIRV022 13 221.09 530.77 0 0.3 1.49 1.99 94.38 1393.79 0.5 0.45
nonfeature
70°18 N HIRV027 7 298.79 103.76 0 0 1.12 3.77 42.75 563.99 0.625 0.02
147°56W HIRV028 22 276.14 647.02 0 0.2 1.32 22.53 113.28 172951 04 0.94
HIRV116 8 21.21 371.02 0 1.57 1.99 1344 5321 842.49 0.4 0.14
HIRV112 7 14.33 1070.05 0 2.16 0 0 133.58 2297.17 0.4 0.21
Howe Island HIRV021 5 0 0 0 0 0.03 0 0 5.03 0.16 —0.10
feature
HIRV024 18 0 0.62 0 0 0.34 0 0 19.58 0.2 0.63
HIRV110 7 0 0 0 0 0 0 0 7 0.13 0.02
HIRV113 5 0 0 0 0 291 2.56 0 10.47 0.13 —0.09
HIRV114 7 0 0 0 0 1.6 0.14 0 8.74 0.16 0.02
Mould bay MBRV411 21 54.83 51.19 0 8.66 0.16 5.64 126.57  319.24 1 1.03
nonfeature
76°14 N MBRV404 10 0 0 0 1.37 3.97 9.53 244.67  269.54 0.7 0.69
119°19W MBRV407 10 78.78 0 0 1.44 12.77 0 73.91 176.9 0.7 0.36
MBRV409 21 44.01 0 0 7.03 0.87 121.43  96.8 291.14 0.9 0.80
MBRV413 24 30.24 8.63 0 39.51 1.07 10.61 291.82  414.51 1 1.53
MBRV415 27 1.17 0 0 36.75 9.34 20.44 33149 426.19 1 1.81
Mould Bay MBRV403 0 0 0 0 34.28 2.57 7.34 16.34 60.53 0.4 —0.36
feature
MBRV410 16 0.03 0 0 24.89 1.38 3.83 2.93 49.06 0.8 0.51
MBRV412 14 0.15 0 0 46.7 5.38 35.92 2.03 104.18 0.7 0.35
Isachsen ISRV510 40 0 0 0 110 26 15 183.19  374.19 1 2.27
nonfeature
78°47 N ISRV514 27 0 0 0 144 12 89 123.1 395.1 0.7 1.23
103°32W ISRV518 20 0 0 0 173.6 44 72 148.09  457.69 0.75 1.02
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Table 2. (continued)
Deciduous  Evergreen Other Total
Site Snow Shrubs Shrubs Horsetail Lichens Graminoids Forbs  Mosses Biomass R Pred.
Location Id. (cm) (g/m?) (g/m?) (g/m) (g/m) (g/m?) (g/m?)  (gm?) (g/m®)  Value R
ISRV520 11 0 0 0 88.6 12.6 47.7 116.9 276.8 0.2 0.41
ISRV516 11 0 0 0 209 29 85 182.35  516.35 033 049
Isachsen ISRVS521 32 0 0 0 32 0 2 16 82 0.3 1.43
feature
ISRV501 5 0 0 0 0.3 7.6 5 0 17.9 0.25 —0.08
ISRV504 2 0 0 0 0 1.84 2.2 0 6.04 0.6 —0.26
ISRV505 14 0 0 0 0 3.9 1.6 0 19.5 0.11 0.42
ISRV506 5 0 0 0 0 3.9 0 0 8.9 0.25 —0.08
ISRV507 0 0 0 0 0 11.8 0 0 11.8 0.17  —0.33
ISRVS11 15 0 0 0 3 5 14 3 40 033 047
ISRV515 15 0 0 0 0 2 9 0 26 033 0.46
ISRV517 23 0 0 0 0.1 2.9 1.4 16 43.4 0.25 0.95
ISRV519 13 0 0 0 108 2.5 5 51 179.5 0.6 0.41

the gray and white tones represent lower plant biomass. The
simulation started with random seeding of plants and was
stopped after 20 freezing cycles or 861 years of plant
biomass development demonstrating the formation and
sustenance of a nonsorted circle. The time steps and con-
ditions used in our simulation demonstrated a distinct
pattern of nonsorted circles as output on the year 861 after
inception. Although, we have no way to validate the time
period required for a distinct pattern development of the
nonsorted circles, our simulation provides an understanding
of this time period for specific conditions used.

[21] Sensitivity of active layer properties and climate is
also presented as vegetation distributions obtained from the
WIT-ArcVeg model. Parameters such as the soil moisture,
the soil texture and the active layer depth caused a change in
the pattern formation. However, a variation in the air
temperature seem to have no effect on the pattern formation.
The central illustration in Figure 5 is the reference run with
selected input parameters for soil, water content and active
layer depth from the Franklin Bluffs research site. The
distribution in the reference run is similar to the distribution
found in field. Soil moisture had a strong effect on pattern
formation and nonsorted circle development. Cold and
moderate arctic air temperatures yielded a similar number
and size of nonsorted circles. The active layer depth had a
strong influence on the number and size of the nonsorted
circles that developed, with shallower active layers prohib-
iting the formation of circles. Reducing the active layer
depth from 70 cm to 60 cm, completely eliminated the
nonsorted circle features. Soil texture played an important
role, as it determined the freezing characteristics curve and
the hydraulic conductivity. The patterns are strongly affect-
ed by the texture of the soil with no nonsorted circles being
formed in the sandy soil (coarse texture) and a large number
of smaller nonsorted circles being formed in the clayey soil
(fine texture), compared to the silty soils of Franklin Bluffs.

4. Discussion

[22] The R-values used in this study are calculated based
on heat conduction principles. This means that other sources
of heat, such as radiation and convection by air at or near
the soil surface are not included in the analysis. During the
summer months those additional sources of energy should

not be ignored. However, during the snow covered, frozen
season those heat sources are assumed to be negligible.

[23] Plant biomass is not related to snow depth along the
NAAT [Kade et al., 2006]. However, the snow depth used
to determine the relationship between plant biomass and
snow depth in that study was the end of season snow depth.
This deep snowpack is less likely to be correlated with the
smaller vegetation found in the tundra. Early season snow
depth may have a better correlation with vegetation due to
trapping of the snow, however we lack the data to support
this hypothesis. The observation we made for the R-value
are comparable to what is generally expected, i.e., further
north and on disturbed locations the R-value declined due to
weaker plant growth conditions [Walker et al., 2008]. This
simplified relation between plant biomass and insulation
was used to couple ArcVeg to WIT and calculate the
insulation at the soil surface.

[24] Patterns in the arctic tundra have been studied over
the last century [Washburn, 1997]. Many initiation process-
es are proposed to explain the formation of the multitude of
patterned ground features [Washburn, 1956]. Peterson and
Krantz [2003] described an initiation process for nonsorted
circles. They used linear stability analysis on the physical
description of freezing front movement to identify the most
likely spacing between features: that study did not show the
dynamics of the system. In this study we have used WIT in
conjunction with ArcVeg to generate patterns from initially
random vegetation development. We conclude that the soil
and vegetation characteristics determine the spacing and
size of the features [Daanen et al., 2007]. The fairly simple
approach of coupling stochastic and physical processes can
yield complexity that shapes the pattern of the system. We
show with our modeling approach that the hydrological
component is important for vegetation survival in the
ecosystem through its mobility from insulated to noninsu-
lated areas during freezing, which prevents root destruction
by ice lens formation.

[25] We found that the degree of wetness of the soil is an
important variable for nonsorted circle pattern formation.
Lack of water in the soil can completely prevent the
formation of patterns due to the absence of ice formation
in the soil. The tundra is however mostly saturated because
of the permafrost boundary underneath the active layer that
prevents drainage. With change in climate, especially during
dry years or due to improved drainage with deeper active
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Initiation, development, and formation of a single nonsorted circle using Wit-ArcVeg coupled

model. Color indicates vegetation density with dark green the highest and white the lowest vegetation
density. Each grid square is 10 x 10 cm and the total domain is 2.5 x 2.5 m. The numbers on top and the
bottom indicate the number of years the vegetation was developing.

layers [Hinzman et al., 2005], some of the barren areas
(nonsorted circles) could become vegetated due to lack of
ice accumulation thus changing the equilibrium of the
physical processes.

[26] The effect of air temperature variations during freez-
ing on feature formation is very small in our comparison.
For the modeling we used the measured air temperature
from colder and warmer regions along the NAAT and the
results show little difference between warmer or colder
climate conditions on the physical behavior of the freezing
process. This means that the freezing process or cooling rate
is relatively similar for all sites along the climatic gradient.
The effect of warmer climate conditions on the vegetation
development, such as a longer and warmer growing season
were not tested in this scenario, because the climate con-
ditions in ArcVeg are stochastically determined based on the
region (not varied), rather than observed air temperature
data as used in WIT. It can however be expected that faster
plant growth have an effect on size and distribution of
nonsorted circles and may be the leading cause for ecosys-
tem alterations. Deeper active layers and dryer conditions, a
side effect of warming conditions, both lead to an additional
decrease in the number density of nonsorted circles in the
system and a likely increase in the vegetated cover.

[27] The active layer depth before onset of freezing is a
direct effect of local summer climate conditions and has a
strong effect on pattern formation and an indirect effect on
soil wetness [Hinzman et al., 2005]. The effect of deeper
active layer depth is caused by the longer freezing period
(water movement) experienced with a deeper active layer.

The result, as shown, is that the model simulates larger and
fewer features with deeper active layer depths. The extended
period of water migration assures less ice accumulation in the
vegetated areas and therefore faster biomass accumulation.

[28] Soil texture plays an important role during the
freezing process [Vliet-Lanoe, 1985]. Soil texture and
secondary soil structure determines the soil freezing char-
acteristics curve and the ability for the soil to transport
liquid water in a freezing soil [Lundin, 1990]. Moisture
migration due to a temperature gradient occurs when the
soil is partially frozen. The hydraulic conductivity at that
time depends on the liquid water content and the effective
porosity of the frozen soil. The liquid water content depends
on the soil temperature and the soil particle distribution. At
below freezing temperatures the liquid water content
reduces and the suction in the soil increases. For a sandy
soil the liquid water content decreases faster with increasing
suction compared with finer grained soils [French, 2007].
Clay on the other hand harbors a large amount of liquid
water at relatively low temperatures (high level of suction).
However, in clay the hydraulic conductivity is much
smaller, which limits the liquid water movement. The
results show therefore a pattern with more and smaller
features.

5. Conclusions and Future Research

[29] We have analyzed the relation between plant biomass
and soil surface insulation expressed using R-value. We
determined that there is a complex relation between mea-
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Figure 5. Sensitivity analysis of variation of parameters such as soil moisture, air temperature, active
layer depth and soil texture. The colors reflect biomass after 861 years of vegetation development. The

size of the domain is the same as in Figure 4.

sured R-values of the soil surface and biomass. Mosses and
snow are generally believed to be very important in deter-
mining surface insulation. We found that these two predic-
tors alone do not adequately describe winter soil surface
insulation along the NAAT.

[30] WIT-ArcVeg is the first model that shows nonsorted
circle pattern formation from random vegetation develop-
ment through solving coupled heat and moisture transport
with phase change in the active layer of the Arctic Tundra.

[31] Multiple scenario simulations with the model dem-
onstrate the effects of environmental conditions on pattern
formation. Water availability is very important for pattern
formation. Water availability is affected by soil wetness,
depth and texture of the active layer. Active layer depth also
influences the duration of the freezing period and affects the
size of the nonsorted circle features that form and stabilize.
Change in climatic conditions on the freezing process show
no effect on the pattern formation, which implies that the
cooling rate during the freezing period is very similar along
all the sites of the NAAT.

[32] Further analysis on the effects of vegetation on
insulation and water movement are needed to better quan-
tify the effect of each plant type on the stability of the
nonsorted circle system. In particular we want to research
the tipping point of nonsorted circle collapse toward com-
plete vegetative cover, which has a major effect on larger

scale processes of albedo, permafrost dynamics and carbon
storage.
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